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Data Analysis and Machine 
Learning 4 (DAML)
Week 2: Summarising and visualising data



Recap

• We looked at different modalities of data


• We considered variable types

iris species (nominal) level of education (ordinal)
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Tabular data

• We will focus on this modality in this course


• It crops up a lot in real life and it is straightforward to work with
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Summarising Data
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World Happiness Report

• Produced by a non-profit of the United Nations


• What do you want to know when you see this?
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Extreme values

• Take maximum of score: Finland


• Take minimum of perceived corruption: Moldova
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House buying

• Let’s say I’m considering buying a property in Portobello


• What do I need to know?
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Central values

• Good to know the mean house price


• Or median?

Source: Rightmove
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Summary statistics

• Most people will not scroll through a table!


• Summary statistics let us convey information as simply as possible


• We will now look at some (sample) statistics of (random) variables

Source: Glassdoor
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Mode

• Suitable for summarising ordinal, nominal, and discrete variables


• Let’s denote our (random) variable as  


• We have measurements of that variable 


• The mode is the measurement that occurs the most

X

3 red, 2 blue, 1 yellow

 

The mode is red
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Mean

• Denote as . Suitable for summarising numerical variables


• For variable  we have  measurements    


• The measurements are just 

μ

X N {x(n)}N
n=1

x(1), x(2), . . . , x(N)

μx =
1
N

N

∑
n=1

x(n)
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Variance and Standard Deviation

• Let’s denote variance as  and Standard deviation (SD) as  


• For variable  we have  measurements    


• Be aware that some definitions divide by  


•  for large  so this isn’t that important!

σ2 σ

X N {x(n)}N
n=1

N − 1

N ≈ N + 1 N

σ2
x =

1
N

N

∑
n=1

(x(n) − μx)2

See https://towardsdatascience.com/the-reasoning-behind-bessels-correction-n-1-eeea25ec9bc9 for more info
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https://towardsdatascience.com/the-reasoning-behind-bessels-correction-n-1-eeea25ec9bc9


SD measures the extent to which measurements deviate from the mean

Standard Deviation

σ = 5 σ = 10
13



Skewness

• Denote using . For variable  we have  measurements    s X N {x(n)}N
n=1

sx =
1
N ∑N

n=1 (x(n) − μx)3

σ3
x

Positive skew 
Bulk of measurements on the left


Tail on the right

Negative skew 
Bulk of measurements on the right


Tail on the left
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Median

• Order measurements of a numerical variable from lowest to highest


• The median is the measurement in the middle


• The median is a robust statistic

1   2   3   5   8   12   17

1   2   3   5   8   12   1700000000
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Medians are robust to outliers
Median salary is more meaningful than mean salary

16https://www.standard.co.uk/business/ftse-100-bosses-ceo-salary-high-pay-centre-earnings-inequality-b1130313.htmlhttps://www.bbc.co.uk/news/business-67912483



Relating variables to each other

• We may be interested in the relationship between two variables


• Does GDP per capita relate to Healthy life expectancy?
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Covariance and correlation

• We have two numerical variables  and  each with  measurements


• Let’s compute the means and SDs of each: 


• The covariance  and Pearson correlation coefficient  are given by:


X Y N

μx, μy, σx, σy

σx,y ρx,y

σx,y =
1
N

N

∑
n=1

(x(n) − μx)(y(n) − μy)

ρx,y =
σx,y

σxσy
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Pearson correlation coefficient

•  has a value between  and 


• It gives a measure of how linear the relationship between  and  is


• That is, the extent to which we can use a line to map one to the other


• 0.84 for GDP per capita and Healthy life expectancy


ρx,y −1 +1

X Y
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Pearson correlation coefficient
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Pearson correlation coefficient

Source: https://en.wikipedia.org/wiki/Correlation#/media/File:Correlation_examples2.svg
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https://en.wikipedia.org/wiki/Correlation#/media/File:Correlation_examples2.svg


Spearman’s rank correlation coefficient rs

• This is the Pearson correlation coefficient of the ranks of two variables


• e.g. if , 


• It measures how monotonic the relationship between the variables is 

X = {1,100,1000,10000} R(X) = {4,3,2,1}
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The Pearson correlation here is 0.82 
The Spearman correlation is 1 



Correlation does not imply causation
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Rubbish in, rubbish out
If your data is rubbish then anything you extract from it is also rubbish


• You might not have enough data points


• The process for collecting data might be flawed (e.g. biased)


• Measurements might be recorded incorrectly


• The variables chosen might not be useful
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Misleading statistics 
Can be nefarious, or just stupidity
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The limitations of summary statistics

https://github.com/probml/pyprobml/blob/master/notebooks/book1/02/datasaurus_dozen.ipynb

All 12 of these datasets have the same μx, μy, σx, σy, ρx,y
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Visualising Data
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Visualising data for presentation

• Conveying information as simply, and clearly as possible


• It is an art form, combining data analysis with graphic design

Source: BBC
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Visualising data for presentation
Can be done badly e.g. overcomplicated or misleading

Source: https://www.broughtonspurtle.org.uk/news/dodgy-election-bar-charts-4Source: https://junkcharts.typepad.com/junk_charts/2014/01/visualizing-movements-of-people.html
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Visualising data for presentation

Source: https://www.businessinsider.com/fox-news-charts-tricks-data-2012-11?r=US&IR=T

Or can just be completely wrong

30

https://www.businessinsider.com/fox-news-charts-tricks-data-2012-11?r=US&IR=T


• This lets us find patterns, spot outliers/errors, identify important variables…


• It helps us decide which machine learning methods to use (if any!)


• We want to know if the data makes sense and if it is meaningful

Visualising data for exploration
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Bar plots

• Good for visualising categorical variables


• If the variable is ordinal then make sure that the columns are in order

32



Histograms

• Sorts measurements for numerical variables into equal sized bins


• The number of bins (and/or bin width) may need tweaking depending on use

There are strange y ticks on this plot. 

This can also be tweaked!
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Scatter plots in 2D

• Each point corresponds to a data item


• The ,  values for that point are measurements of two numerical variables


• We can also distinguish points by category by using different colours/shapes

x y
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Scatter plots in 3D

• We can have  , ,  values to show three measurements per point


• But beware: we can’t see the space properly as its’ only a 2D projection :(

x y z

I tend to avoid 3D plots 
where possible
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• Can be useful for interpolation


• But can depict a functional relationship that doesn’t exist if used carelessly

Line plots
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Box plots

• Shows 5 key statistics of a variable, each being an actual measurement


• Interquartile range (IQR) = upper quartile - lower quartile

Median

Lower quartile
Upper quartile

Smallest point 
within 1.5 IQR  

of lower quartile

Largest point 
within 1.5 IQR


of upper quartile
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Box plots

• We can view these statistics split by category


• Any points outside of the whiskers are plotted

Plot can be 
horizontal or 

vertical
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Heat maps

• A matrix of colours representing different magnitudes of some quantity


• Here we have Pearson correlation of different attributes of penguins
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And of course … pie charts

Avoid!

Source: https://www.businessinsider.com/pie-charts-are-the-worst-2013-6?r=US&IR=T
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https://www.businessinsider.com/pie-charts-are-the-worst-2013-6?r=US&IR=T


Summary

• We have revised some statistics and seen how they can summarise data


• We have considered correlations for different pairs of variables


• We have seen examples of good and bad visualisations of data


• We have considered different ways of plotting data

41


